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ABSTRACT
FPGAs have been widely deployed in public clouds, e.g., Amazon
Web Services (AWS) and Huawei Cloud. However, simply offloading
accelerated kernels from CPU hosts to PCIe-based FPGAs does not
guarantee out-of-pocket cost savings in a pay-as-you-go public
cloud. Taking Genome Analysis Toolkit (GATK) applications as
case studies, although the adoption of FPGAs reduces the overall
execution time, it introduces 2.56× extra cost, due to insufficient
application-level speedup by Amdahl’s law. To optimize the out-
of-pocket cost while keeping high speedup and throughput, we
propose Mocha framework as a distributed runtime system to fully
utilize the accelerator resource by accelerator sharing and CPU-
FPGA partial task offloading. Evaluation results on HaplotypeCaller
(HTC) and Mutect2 in GATK show that on AWS, Mocha saves on
the application cost by 2.82× for HTC, 1.06× for Mutect2 and on
Huawei Cloud by 1.22×, 1.52× respectively than straightforward
CPU-FPGA integration solution with less than 5.1% performance
overhead.
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1 INTRODUCTION
Field-programmable gate arrays (FPGAs) are gaining in popular-
ity to accelerate a variety of applications in data centers for high
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performance and energy efficiency. Many public clouds, includ-
ing AWS Elastic Compute Cloud (EC2), Huawei, Baidu and Al-
ibaba [1, 3, 6, 23], have released their FPGA-powered instances.
However, the overall system-level speedup could be limited due to
CPU-FPGA data transfer inefficiency even if the FPGA accelerator
is well designed. Although a number of approaches have been pro-
posed to improve the system efficiency [11–13, 19], none of them
paid enough attention to the out-of-pocket cost, one of the most
important issues in the public cloud market.

To illustrate the cost issue in public clouds with FPGAs, we
conduct case studies with FPGA accelerators in widely used genome
variant calling programs in Genome Analysis Toolkit (GATK) [31]:
HaplotypeCaller (HTC) [25] and Mutect2 [10]. GATK is one of
the most popular toolsets in computational genome analysis. HTC
and Mutect2 are the two most time-consuming applications in
GATK that aim to find germline variants for pair-end sequence
reads and tumor sequence reads. Both applications feature a high-
complexity computation kernel called Pair Hidden Markov Models
(PairHMM) [15] that can be accelerated by 40× on FPGA. This,
however, leads to the result that HTC costs $6.35 on f1.2xlarge
AWS EC2 instance with an FPGA when comparing to the cost as
$2.46 on m4.2xlarge general purpose CPU instance, indicating
prohibitive cost overhead, compared to a 1.6× end-to-end speedup.
A key question is being raised: How does using FPGA accelerators
impact an application’s out-of-pocket cost in public cloud services?

The rationale is fairly straightforward: FPGA instances are priced
higher than general purpose CPU instances, so applying FPGA
accelerators has to bring high enough application-level speedup
to achieve cost saving. Taking AWS EC2 as an example, Table 11
shows that the FPGA instance is priced at $1.65/Hour, which is
4.125× over the price of CPU instance with the same type and
number of virtual CPU cores (vCPU). In this case, if adopting FPGA
in AWS does not achieve 4.125× application-level speedup, this
solution is not as cost-efficient as pure CPU solutions. In fact, our
initial CPU-FPGA integration for HTC, which lets all eight CPU
cores send all PairHMM tasks to the FPGA, only demonstrates 1.6×
application-level speedup for HTC, causing 2.56× of costs over the
CPU-only system. Note that since the proportion of the PairHMM
kernel in the whole application is 39%, the optimal application-level
speedup of HTC is only 1.64× by Amdahl’s law (see Section 2).

Although we cannot further improve the application-level
speedup of HTC due to Amdahl’s law, we can still achieve cost
saving by improving the utilization of FPGA. Our PairHMM ac-
celerator on FPGA is capable of achieving 40× speedup over a
single-core CPU, the accelerator cannot be fully utilized by eight
vCPU cores. As a result, we borrow more vCPU cores from other
1The prices in Tables 1, 2 and 3 were collected in January 2019.
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Table 1: Price comparison of CPU and FPGA instances on
public cloud.

CPU Instance CPU-FPGA Instance

AWS EC2 [5] 8 vCPU, $0.4/hr 8 vCPU + 1 Xilinx VU9P,
$1.65/hr (4.125×)

Huawei [22] 32 vCPU, $1.64/hr 32 vCPU + 1 Xilinx VU9P,
$2.83/hr (1.725×)

CPU instances via network to fully utilize the accelerator. In other
words, we could achieve cost saving by performing many HTC
tasks on a system with one FPGA and multiple CPU instances.

Based on the idea above, we design and implement Mocha frame-
work to guarantee the cost saving for arbitrary applications with
FPGA accelerators in public clouds. Mocha first profiles the given
application with FPGA accelerators and identifies the performance
bottleneck (CPU or FPGA). For the CPU-bottleneck applications
such as HTC, Mocha improves FPGA utilization by sharing one
FPGA among multiple CPU nodes through the network. For the
FPGA-bottleneck applications like Mutect2, Mocha orchestrates
CPU cores to execute some tasks instead of offloading all of them
to the FPGA. As a result, Mocha could improve the overall system
resource utilization and thus reduce the application cost for any ap-
plications no matter how small the proportion of the kernel is as long
as the FPGA kernel speedup is higher than the cost ratio. To demon-
strate the cost efficiency improvement from using Mocha, we give
concrete and solid accelerator integration case studies on HTC and
Mutect2 in GATK in Section 4. The evaluation is performed on
both AWS and Huawei Cloud. In summary, the paper makes the
following contributions:

• We analyze the out-of-pocket cost in using FPGAs on public
clouds by using two cases where computation throughput
of CPU and FPGA does not match, which explains how they
result in extra cost over the CPU-only solution.

• We propose an end-to-end automation framework called
Mocha that realizes FPGA sharing among multiple nodes
through network and partial task offloading policy for CPUs
in order to fully utilize FPGA and CPUs for any applications.
Mocha guarantees that the cost efficiency of CPU-FPGA
solution is higher than pure CPU solution as long as the
FPGA kernel speedup is higher than the cost ratio.

• We provide model-driven cost optimization case studies with
Mocha for two applications in GATK, HTC and Mutect2, on
two different public cloud platforms AWS and Huawei Cloud.
Andwe compare the results with two baseline solutions, pure
CPU and straightforward CPU-FPGA integration.

Comparing to the straightforward CPU-FPGA integration, our op-
timal solution with Mocha achieves a state-of-the-art performance
while saving on costs by 2.82× for HTC, 1.06× for Mutect2 on AWS,
and 1.22×, 1.52×, respectively, on the Huawei Cloud.

2 ANALYSIS AND MODELING
We first analyze the performance and cost for an application that
consists of independent parallel tasks on a single-node multiple-
core CPU platform, where the execution timeline is shown in Fig-
ure 1a. For illustration purposes, we firstly assume the input size and
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Figure 1c: CPU-FPGA integration case b, FPGA is bottleneck

execution time of each task are the same. Specifically, we consider
the following factors in our analysis:

• M is the total number of tasks.
• P is the total number of CPU cores in a single node.
• t is the time of each task on a CPU core.
• r is the proportion of kernel that can be offloaded to a FPGA
accelerator.

• S is the end-to-end FPGA accelerator speedup compared to
a single-core CPU. It includes the CPU-to-FPGA communi-
cation overhead.

• c is the cost per unit time of a CPU core.
• CR is the cost ratio of FPGA device compared to a single-
core CPU. For example, on AWS f1.2xlarge instance, CR =
($1.65/$0.4*8-8) = 25.

• 𝑃 (Matching Core Number) is the number of CPU cores in the
CPU-FPGA integration system where both CPU and FPGA
are 100% utilized.

• T is the total runtime. C is the total cost.
• I is the cost index, that is, normalized cost of CPU-FPGA in-
tegrated solutions compared to pure CPU solutions. Mocha
optimization target is to achieve the lowest I for CPU-
FPGA integrated solutions.

As shown in Figure 1a, in each batch, P tasks are executed on
P CPU cores in parallel. There are 𝑀

𝑃
batches of task in total, the

total execution time 𝑇0 and cost 𝐶0 of a CPU-only system are:

𝑇0 =
𝑀

𝑃
× 𝑡, 𝐶0 = 𝑇0 × 𝑃 × 𝑐 = 𝑀 × 𝑡 × 𝑐 (1)

Straightforward CPU-FPGA integrated runtime systems like
Blaze [19] intuitively send all accelerable tasks to the FPGA, and
leverage a task queue to deal with tasks requested from different
workers. In this scenario, workers have to stay idle before their
request can be fulfilled on the FPGA accelerator. In this subsection,
we analyze the performance and cost of such systems.

Depending on r, S, and P, there are two cases when the compu-
tation throughput of CPU and FPGA are not balanced. Here we
gradually increase P to illustrate these two cases.



Case A, 𝑷 < ˜𝑷 : FPGA is underutilized.When all CPU cores of-
fload accelerable tasks to FPGA, those tasks need to be fulfilled on
the FPGA sequentially. As shown in Figure 1b, cores 1 to P offload
tasks on FPGA in a pipeline fashion. After core 1 finishes batch i, it
starts the non-accelerable part of batch i+1 on a new data partition
2. When it is about to request accelerator in batch i+1, all the tasks
in the previous batch have finished execution on FPGA already.
Therefore, its kernel acceleration request can be fulfilled without
waiting. Thus, core 1 has no idle cycles, nor do other cores. In this
case, for any CPU core, it only needs to wait 𝑟

𝑆
× 𝑡 when the FPGA

is working on kernel part and there are no other idle cycles. Conse-
quently, the execution time for each batch task is 𝑡 × (1 − 𝑟 + 𝑟

𝑆
),

and the total runtime 𝑇1𝑎 is :
𝑇1𝑎 =

𝑀

𝑃
× 𝑡 × (1 − 𝑟 + 𝑟

𝑆
), (2)

For a platform with P CPU cores and one FPGA, the total cost
per unit time is (𝑃 + 𝐶𝑅) × 𝑐 , so total cost to run the application
𝐶1𝑎 is:

𝐶1𝑎 = 𝑇1𝑎 × (𝑃 +𝐶𝑅) × 𝑐

= 𝑀 × 𝑡 × 𝑐 × (1 − 𝑟 + 𝑟

𝑆
) × (1 + 𝐶𝑅

𝑃
)

(3)

Note that since the FPGA is not fully utilized, there are idle
cycles between offloaded tasks. Comparing𝐶1𝑎 in Equation 3 to𝐶0
in Equation 1, we can have Cost Index 𝐼 = 𝐶1𝑎

𝐶0
= (1−𝑟 + 𝑟

𝑆
) (1+ 𝐶𝑅

𝑃
).

When we gradually increase P to 𝑃 , FPGA reaches 100% utiliza-
tion. This happens when total runtime of offloaded tasks from 𝑃

cores equals to the runtime of a single batch task time. That is,
𝑃 × 𝑟

𝑆
× 𝑡 = (1− 𝑟 + 𝑟

𝑆
) × 𝑡 . We refer to 𝑃 asMatching Core Number,

and it can be calculated as 𝑃 =
(1−𝑟 )×𝑆

𝑟 + 1.
Case B, 𝑷 > ˜𝑷 : FPGA becomes bottleneck and CPU has idle
cycles. When P is larger than 𝑃 , FPGA is fully utilized, and CPU
cores have to wait more cycles in addition to 𝑟

𝑆
× 𝑡 . As shown in

Figure 1c, after core 1 finishes non-accelerated part of batch 𝑖 , it
sends requests to the accelerator task queue. Since the offloaded
task from core P in batch 𝑖 − 1 has not finished yet, core 1 needs to
wait until its task can be executed on FPGA. In this case, launching
more than 𝑃 CPU cores cannot further improve the application
performance. Application runtime now equals to total runtime for
FPGA to finish kernel execution from all𝑀 tasks, as𝑇1𝑏 = 𝑀 × 𝑟×𝑡

𝑆
.

Equivalently, application runtime equals to total runtime for CPU
cores to finish 𝑀

𝑃
batches of task, which is𝑇1𝑏 = 𝑀

𝑃
× (1−𝑟 + 𝑟

𝑆
) × 𝑡 .

As 𝑃 = ( (1−𝑟 )×𝑆𝑟 + 1), we can rewrite 𝑇1𝑏 = 𝑀

𝑃
× (1 − 𝑟 + 𝑟

𝑆
) × 𝑡 =

𝑀

𝑃
×(1−𝑟 ) (1+ 𝑟

(1−𝑟 )×𝑆 )×𝑡 =
𝑀

𝑃
×(1−𝑟 ) (1+ 1

𝑃−1
)×𝑡 = 𝑀

𝑃−1
×(1−𝑟 )×𝑡 .

Using basic algebra rules, we have:

𝑇1𝑏 = 𝑀 × 𝑟

𝑆
× 𝑡 =

𝑀

𝑃 − 1
× (1 − 𝑟 ) × 𝑡,

= 𝑀 × 𝑡 × 𝑟 + (1 − 𝑟 )
𝑆 + 𝑃 − 1

=
𝑀

𝑃 − 1 + 𝑆
× 𝑡

(4)

Actually, 𝑇1𝑏 = 𝑀

𝑃−1+𝑆
× 𝑡 is quite intuitive, as there are in total

M tasks, each with time t, and in the system there is a fully utilized
FPGA that works as S CPU cores, and 𝑃 equivalent CPU cores. The

2Here we plot the accelerated part at the end of the task to simplify the illustration. In
real application, the accelerated kernel can be in anywhere in a task.

minus 1 CPU core accounts for the penalty of CPU time that is
spent waiting for FPGA kernel to be finished.

With 𝑇1𝑏 , the total cost is:
𝐶1𝑏 = 𝑇1𝑏 × (𝑃 +𝐶𝑅) × 𝑐 = 𝑀 × 𝑡 × 𝑐 × ( 𝑃 +𝐶𝑅

𝑃 − 1 + 𝑆
) (5)

Comparing 𝐶1𝑏 in Equation 5 to 𝐶0 in Equation 1, Cost Index 𝐼 =
𝐶1𝑏
𝐶0

= 𝑃+𝐶𝑅
𝑃−1+𝑆

.
We summarize the above two cases and derive a generic model

for Cost Index of straightforward CPU-FPGA system compared to
CPU-only system as follows:

𝐼 =

{
(1 − 𝑟 + 𝑟

𝑆
) (1 + 𝐶𝑅

𝑃
) if 𝑃 ≤ 𝑃 = ( (1−𝑟 )×𝑆𝑟 + 1)

𝑃+𝐶𝑅
𝑃−1+𝑆

if 𝑃 > 𝑃 = ( (1−𝑟 )×𝑆𝑟 + 1)
(6)

Table 2: Analysis of Cost Index I for HTC and Mutect2 on
Amazon EC2 f1.2xlarge, S = 40, P = 8, CR = 25.

Application r S 𝑃 Case A or B I

HTC 39% 40 64 A ( 8 < 64) 2.56×
Mutect2 89% 40 6 B ( 8 > 6) 0.73×

Table 3: Analysis of Cost Index I for HTC and Mutect2 on
Huawei fp.1c, S = 43, P = 32, CR = 23.

Application r S 𝑃 Case A or B I

HTC 39% 43 68 A ( 32 < 68) 1.06×
Mutect2 89% 43 6 B ( 32 > 6) 1.14×

As shown in Table 2, both HTC and Mutect2 use PairHMM
kernel, but kernel proportions are different. According to the pro-
filing results using all the datasets shown in Table 6, pairHMM
kernel takes only 39% in HTC and 89% in Mutect2. We implement
a PairHMM kernel for Xilinx UltraScale FPGA on Amazon EC2
f1.2xlarge instance, and achieve 40× speedup over a single CPU
core. To match the computation throughput of CPU cores with the
PairHMM kernel in HTC, we need 𝑃 =

(1−39%)
39% × 40 + 1 = 63.6

cores, which is much larger than the number of CPU cores (P =
8) on the AWS f1.2xlarge. In this case, FPGA board in HTC is
severely underutilized. As shown in Table 2, Cost Index I in HTC
with CPU and FPGA is about 2.56× than with only CPUs. On the
other hand, for Mutect2, we only need six cores (𝑃 = 6), which
means equivalently there are only six working CPU cores and two
other cores are idle.

Similarly, Table 3 shows I on Huawei fp.1c instance that has 32
CPUs and CR = $2.83/$1.64*32-32 = 23. For HTC on this platform,
when there are 32 CPU cores, FPGA utilization is better than that
on AWS f1.2xlarge instance. However, it is still not fully utilized
and I is still larger than 1. For Mutect2, Matching Core Number 𝑃 is
6, which leaves 26 CPU cores idle. Thus, I is higher and now it is
1.14×, larger than 1.

To sum up, for straightforward CPU-FPGA integration, I depends
on r, S, P, CR and is not guaranteed to be smaller than 1, which
means the out-of-pocket cost is higher than CPU-only solution
because either CPU or FPGA is underutilized.

3 MOCHA FRAMEWORK
In this section, we propose Mocha framework to optimize overall
application cost on public clouds. We first present the key approach



of Mocha framework in Section 3.1 that balances the throughput
of CPU cores (by partially offloading kernel tasks) and FPGA (by
sharing FPGA among multiple nodes) to achieve full computation
resource utilization. It means Mocha guarantees the cost efficiency
for any applications as long as FPGA speedup S is larger than cost
ratio CR.

According to the approach, Figure 2 depicts an overview of
Mocha framework. By taking the user application and an instance
list of public cloud, Mocha first launches its profiling application to
obtain kernel proportion r, kernel speedup S, cost ratio CR of CPU-
FPGA instance and number of CPU cores P on CPU instances. The
information is used as the input of our cost model to achieve cost
efficiency by determining the system configuration (e.g., number
and type of instances to be launched, the percentage of total kernel
tasks to be offloaded to FPGAs) to generate Mocha configuration
in Section 3.2.

By taking the generated system configuration, Mocha runtime
(Section 3.3) creates clients in the user application on each instance
that needs to leverage the FPGA accelerator. The runtime, shown
in the right part of Figure 2, includes client and node accelerator
manager (NAM). The client is launched on CPU instances to offload
partial tasks to the instance with an FPGA accelerator via network.
NAM is launched on CPU-FPGA instances to receive tasks from
multiple clients and schedule tasks on the accelerator.

Mocha config:
nodes: {
name: htc-f1.2x, type: f1.2xlarge
name: htc-m4.10x, type: m4.10xlarge
name: htc-m4.4x, type: m4.4xlarge }
delta 𝛿: 1

Profiling
App: r

Accelerators:
S

Platform (AWS)
m4.2x, CPU#: 8, $0.4, CR: 1

m4.4x, CPU#: 16, $0.8, CR: 1
m4.10x, CPU#: 40, $2, CR: 1
f1.2x, CPU#: 8, $1.6 , CR: 25

Optimizer

FPGA

NAM Client

App
Client

App
Client

config

config config

htc-f1.2x

htc-m4.10xhtc-m4.4x

Mocha RuntimeMocha Modeling

Figure 2: Mocha framework overview

3.1 CPU-FPGA Integration and Cost Modeling
In this subsection, we show that as long as 𝑆 − 1 > 𝐶𝑅, Mocha is
guaranteed to optimize that Cost Index I to be smaller than
1 for both Case A and Case B.
FPGA Utilization Improvement: For applications of Case A like
HTC, one opportunity to reduce I is to improve FPGA utilization
by sharing FPGA among multiple nodes through network. In other
words, when 𝑃 is larger than the maximum number of CPU cores
on a single node 𝑃0 in a datacenter, we can launch more CPU
node(s) to request the same FPGA. In Equation 6, if we set 𝑃 = 𝑃 =

( (1−𝑟 )×𝑆𝑟 + 1), we can achieve the optimized cost index 𝐼 ′ as:

𝐼 ′ = (1 − 𝑟 + 𝑟

𝑆
) (1 + 𝐶𝑅

𝑃
) = (1 − 𝑟 + 𝑟

𝑆
) + (1 − 𝑟 + 𝑟

𝑆
) × 𝐶𝑅

𝑃

= (1 − 𝑟 + 𝑟

𝑆
) + ( 𝑃 × 𝑟

𝑆
) × 𝐶𝑅

𝑃
= 1 − 𝑟 + 𝑟 × (𝐶𝑅 + 1)

𝑆

(7)

We can see from the equation that when S > CR + 1, 𝐼 ′ is guaranteed
to be smaller than 1. For HTC on AWS, if we set 𝑃 as 64, 𝐼 ′ is 0.86
< 1, as opposed to 𝐼 as 2.56× in straightforward integration.

CPU Utilization Improvement: For Mutect2 on Huawei as
shown in Table 3, PairHMM kernel dominates 89% of overall execu-
tion time, so its matching core number is 𝑃 =

(1−89%)
89% × 43 + 1 = 6.

As there are in total 32 CPU cores on Huawei FP1 instance, CPU
is severely underutilized (6 out of 32 are used) and I is 1.14× over
pure CPU solutions.

For applications of Case B like Mutect2, one opportunity to
reduce I is to improve CPU utilization by partial task offloading
policy. As demonstrated by Figure 1c, for core 1 in batch i, instead
of waiting extra cycles on the FPGA, core 1 can directly work on
the shadow part (though using more time) to avoid waste of CPU
resource. Intuitively, the most efficient way to utilize FPGA and
CPU in this case is to schedule a part of the kernel tasks (𝑀1) on
FPGA and the other tasks (𝑀2) on CPU, as shown in Figure 3. Thus,
the overall application runtime𝑇 ′

1𝑏 and tasks number𝑀1,𝑀2 follow
equations as:

P"	cores	
M1	tasks

P − P"	cores
M2 tasks

Figure 3: Partial task offloading

𝑇 ′
1𝑏 =

𝑀1

𝑃 − 1 + 𝑆
× 𝑡 =

𝑀2

𝑃 − 𝑃
× 𝑡,

𝑀1 +𝑀2 = 𝑀,

(8)

We can rewrite Equation 8 to𝑇 ′
1𝑏 = 𝑀1+𝑀2

𝑃−1+𝑆 × 𝑡 = 𝑀
𝑃−1+𝑆 × 𝑡 . As a

result, the optimized cost index 𝐼 ′ = 𝑇 ′
1𝑏×(𝑃+𝐶𝑅)×𝑐×/𝐶0 = 𝑃+𝐶𝑅

𝑃−1+𝑆 ,
and 𝐼 ′ < 1 when CR < S - 1. This is achieved when we offload
𝛿 =

𝑀1
𝑀

= 𝑃−1+𝑆
𝑃−1+𝑆 of the total kernel tasks to the FPGA and keep

1 − 𝛿 = 𝑃−𝑃
𝑃−1+𝑆 of the total kernel tasks on the CPU. For Mutect2 on

Huawei, if we set 𝛿 = 6−1+43
32−1+43=0.65, 𝐼

′ is 0.74 < 1, as opposed to 𝐼
as 1.14× in the straightforward integration.

To sum up, no matter 𝑃 is larger or smaller than the number
of CPU cores in a single node 𝑃0, we can either choose to launch
more CPU nodes or partially offload tasks to achieve Optimized
Cost Index 𝐼 ′ as:

𝐼 ′ =

{
1 − 𝑟 + 𝑟×(𝐶𝑅+1)

𝑆
if 𝑃 > 𝑃0, set 𝑃 = 𝑃 on multi-nodes

𝑃+𝐶𝑅
𝑃−1+𝑆 =

𝑃0+𝐶𝑅
𝑃0−1+𝑆 if 𝑃 < 𝑃0, set 𝛿 = 𝑃−1+𝑆

𝑃−1+𝑆 , 𝑃 = 𝑃0
(9)

Consequently, as long as 𝑆 − 1 > 𝐶𝑅, 𝐼 ′ is guaranteed to be smaller
than 1 in both cases. This modeling gives quantitative support of
CPU-FPGA integration for Mocha to set up a cluster with appropri-
ate CPU-FPGA nodes and pure CPU nodes to achieve full resource
utilization within the cluster.

3.2 Cost Model Realization
After profiling the application and FPGA accelerator to get r, S,
Mocha calculates 𝑃 as described in Equation 9. Specifically, with r,
s and the platform information which lists available CPU instances
and number of CPU cores within an instance, we can obtain the
number and type of CPU instances we should launch to optimize the
cost efficiency. For example, on AWS EC2, m4 series instances have
m4.x, m4.2x, m4.4x, m4.10x and m4.16xwhich have 4, 8, 16, 40,



64 cores respectively. According to Equation 9, if 𝑃 is larger than
𝑃0, we set a cluster within the total 𝑃 cores. For example, for HTC
on AWS EC2, 𝑃 is 64, which is larger than 8. We first select f1.2x
instance, and then select other CPU nodes to get the remaining
64-8 = 56 CPU cores. We use a greedy algorithm to iteratively pick
up the largest possible instance until all the remaining cores are
allocated. In this example, we first pick up m4.10x which has 40
cores, and update the remaining cores as 56-40 = 16. Then we pick
up m4.4x and the number of the remaining cores reaches zero. As
a result, three instances including f1.2xlarge, m4.10xlarge, and
m4.4xlarge with 8, 40, 16 cores are selected. If 𝑃 is smaller than 𝑃0
cores, we use only one CPU-FPGA instance, and set 𝛿 accordingly.
For example, for Mutect2 on AWS EC2, 𝑃 is 6, we can simply select
f1.2xlarge and calculate 𝛿 = 95% based on Equation 9.

According to the determined system configuration, Mocha
launches new instances and broadcasts the necessary information
to them. In order to have a low-latency and high-throughput net-
work among multiple nodes in AWS EC2, Mocha first creates an
AWS EC2 placement group [4] and places all instances in the same
group. In this case, all instances within a group have a network per-
formance as high as 10 Gb/s (m4.2x and m4.x have 5 Gb/s network
bandwidth as node limit). On Huawei cloud, all general computing
instances have a 6 Gb/s network bandwidth.

3.3 Mocha Runtime
After the cluster has been launched, Mocha runtime starts executing
the application. In Mocha runtime, there are twomajor components:
CPU client and node accelerator manager (NAM). The CPU client
is launched on all instances to communicate with the NAM for data
sharing as well as task offloading to the FPGA accelerator (locally
and remotely). The NAM in Mocha runtime is adapted from Blaze
node manager [19, 37], an open source framework that enables
FPGA accelerators as a service (FaaS). Mocha enhances the NAM
by adding a feature that can divide a powerful FPGA accelerator
into multiple logic accelerators.

In the rest of this section, we explain the communication mecha-
nism among the CPU client, NAM, and the accelerator.

Client NAM

Task

start() process()

Control Signal

Data Signal
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NAM
Task Q
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Q
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FPGA1

Kernel1 Kernel2 Kernel3

PCIe
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Figure 4: (a) The communication protocol between Client
and Node Accelerator Manager (NAM), (b) NAM enhanced
by Mocha

Communication between CPU client and NAM: As shown in
Figure 4a, CPU client first connects to the instance with FPGA
accelerators according to the system configuration broadcast by

Mocha master. The client sends the message ACCREQUEST to NAM
to ask for an accelerator with accelerator ID “PairHMM”. If NAM
has loaded the requested accelerator bitstream on FPGA, it sends
ACCGRANT to acknowledge the client to send metadata and the input
data block(s) of the tasks in ACCDATA. After all input data blocks are
ready in NAM, NAM enqueues the task with input blocks to a task
queue. After the task is finished, NAM sends back ACCFINISH with
the metadata of output data block(s) to the client. When a client and
NAM are on the same node, data are shared between a client and
NAM directly through memory mapped files. When a client and
NAM are on different nodes, data are shared through network by
using Boost.Asio library [29]. Handling and dispatching requests
in NAM are quite lightweight and impacts 4.7% overall application
acceleration when using one NAM serving up to 64 software client
threads.
Communication between NAM and accelerator: In the orig-
inal Blaze, the task queue directly dispatches tasks to platform
queues. Each platform queue is associated with a physical FPGA
device. Mocha enhances the NAM by supporting multiple kernels
in a single FPGA. As shown in Figure 4b, each kernel queue is
associated with a FPGA kernel instead of a FPGA device. We con-
figure one FPGA device to homogeneous smaller kernels for better
routability. Nonetheless, our model could be extended to support
heterogeneous kernels by modeling proportion r1, r2,... speedup
S1, S2,... for n kernels. Then, FPGA resources will be allocated to
different kernels to configure accelerator parallelism respectively
so that S1 and S2 match the proportion as S1/S2 = r1/r2.

Table 4: Time breakdown (secs) of a representative
PairHMM task with 3MB input and 40KB output.

kernel on CPU kernel on FPGA PCIe network
91 2.29 0.0005 0.004

4 EXPERIMENTAL EVALUATIONS
To demonstrate Mocha, we first implement PairHMM (kernel from
HTC and Mutect2) accelerator on Xilinx VCU1525 FPGAs, which is
a common part on many public FPGA cloud instances. The experi-
ments were carried out in January 2019. To the best of our knowl-
edge, our accelerator achieves the best single-FPGA performance
comparing with previous work [7, 21, 27, 32, 33]. As shown in Ta-
bles 2 and 3, The speedup S is larger than CR+1, which guarantees
improvement of cost efficiency of CPU-FPGA solutions after Mocha
is used. To be noted here, S is the end-to-end FPGA accelerator
speedup, it includes PCIe data transfer and network communica-
tion. If an application is I/O intensive and speedup S is lower, our
analytical model in Equation 9 reflects the trend that the cost ratio
I’ of adopting FPGA could be higher than the CPU-only solution.
For PairHMM kernel on AWS EC2, we give one representative task
breakdown as shown in Table 4. Here, PCIe bandwidth is assumed
as 6GB/s and network bandwidth is 10Gb/s. After including network
latency, we update S from 39.7 to 39.6 and recalculate Matching
Core Number in the modeling phase.

We have two baselines: a pure CPU solution and a
straightforward CPU-FPGA integration solution using Blaze. For
each dataset, we measure the time by calculating the average la-
tency of 10 runs. On each platform, for each application, Mocha



Table 5: Mocha system configuration for HTC and Mutect2 on AWS EC2 and Huawei. For example, eight f1.2x:8 means we
launch eight f1.2x instances, each with 8 CPU cores.

Application AWS EC2 Huawei
𝑃 pure CPU Blaze [19] Mocha 𝑃 pure CPU Blaze [19] Mocha

HTC 64 m4.16x :64 eight f1.2x: 8 f1.2x: 8, m4.10x: 40, m4.4x: 16 64 s2.16x: 64 two fp.1c: 32 fp.1c:32, s2.8x:32
Mutect2 6 m4.2x:8 f1.2x: 8 f1.2x: 8 6 s2.8x: 32 fp.1c: 32 fp.1c: 32

Table 6: Comparison of performance and cost of three solutions: pure CPU solution, Blaze and Mocha. A star★ in normalized
runtime and cost line represents that Mocha is the cheapest or fastest among the three solutions.

Application SampleID
AWS EC2 Huawei

pure CPU Blaze [19] Mocha pure CPU Blaze [19] Mocha
Time Cost Time Cost Time Cost Time Cost Time Cost Time Cost

HTC NA12878 [24] 578 $0.51 362 $1.33 386 $0.48 577 $0.55 361 $0.58 378 $0.49
HTC NA12891 [24] 592 $0.53 381 $1.40 404 $0.50 591 $0.57 369 $0.60 373 $0.48
HTC NA12892 [24] 549 $0.49 352 $1.29 374 $0.46 542 $0.52 349 $0.57 356 $0.46
HTC NA12878Garvan [34] 2767 $2.46 1731 $6.35 1767 $2.18 2709 $2.61 1710 $2.79 1778 $2.30
HTC Normalized 1x 1x 0.63x 2.62x 0.66x 0.93x (★) 1x 1x 0.63x 1.07x 0.65x 0.87x (★)

Mutect2 TCRBOA1 [8] 16784 $1.86 3047 $1.40 2885 $1.32 4196 $1.90 2807 $2.21 1850 $1.45
Mutect2 Normalized 1x 1x 0.18x 0.75x 0.17x (★) 0.70x (★) 1x 1x 0.67x 1.16x 0.44x (★) 0.76x (★)

generates a system configuration file which specifies the number
and type of CPU nodes to be launched to fully utilize CPUs and
FPGAs. To conduct a fair comparison of Mocha with two baselines,
we launch instances for each baseline with the same number of CPU
cores as 𝑃 in Mocha modeling. We summarize the instances choices
for the two baselines and Mocha in Table 5.

Table 6 gives comparison of performance in seconds and cost in
dollars of the pure CPU solution, Blaze, and Mocha on four DNA
sequences for HTC and one sequence for Mutect2 in AWS and
Huawei. We also give normalized performance improvement and
application cost of Blaze and Mocha as compared to the pure CPU
solution. The average of normalized value of HTC and Mutect2 are
shown in bold font to highlight the performance and cost difference
of the two baselines and Mocha.

As shown in the row of averaged normalized value for HTC,
Blaze incurs 2.62x extra cost than pure CPU, where inefficiency
comes from underutilization of FPGA. Mocha improves cost effi-
ciency by offloading tasks from multiple CPU instances to a single
shared f1.2x FPGA instance. As a result, Mocha can spend less
dollar per hour than Blaze (bring down 2.62x to 0.93x) while tak-
ing 0.66x of the original runtime for pure CPUs, which has 5.1%
degradation compared to 0.63x of Blaze. For Mutect2, according to
Table 2, 𝑃 is 6, very close to 8 CPU cores on f1.2x, which implies
a narrow optimization space for Mocha. In this case, by partially
offloading kernel tasks from FPGA to CPU, Mocha further improves
the performance of Blaze by 0.18x

0.17x=1.06x. In Mutect2, as Blaze and
Mocha use the same instance configuration, they spend the same
amount of dollar per hour. The 1.06x performance improvement
naturally translates to 1.06x (equivalently, 0.75x0.70x ) cost savings. Sim-
ilar analysis can be performed on Huawei Cloud. As compared
to Blaze, Mocha improves cost efficiency of HTC by 1.07x

0.87x = 1.22x
with 3% performance degradation. In Mutect2, Mocha improves
performance by 0.67x

0.44x= 1.52x, which equals to 1.52x cost savings.
In summary, for HTC and Mutect2 on AWS and Huawei Cloud,
Mocha provides close to the shortest (if not the shortest) and the
cheapest solution among the three solutions.

5 RELATEDWORK
Cost Optimization on Cloud Systems. There are a lot of exist-
ing work ( [30], HCloud [14], Paris [40], Tributary [18], Selecta [28],
CherryPick [2], Doppio [41]) discussing about optimizing the cost

on cloud systems. Mocha creates choices on virtual instances that
are composed of CPU instances and accelerator instances and can
be applied together with the existing work. Mocha creates choices
on virtual instances that are composed of CPU instances and ac-
celerator instances and can be applied together with the existing
work.
FPGA Sharing on Cloud Systems. Researchers have devoted a
lot of efforts to integrate FPGAs ([9, 16, 17, 20, 26, 35, 39]), GPUs ([36,
38]) into current cloud computing environment. Mocha provides
analytical modeling and can be used as a guide in cost optimization
when adopting existing CPU-Accelerator integration.

6 CONCLUSION
In this paper, we justify that in terms of the out-of-pocket cost
FPGA is not a universal solution to accelerate all applications. It
works best for applications that are rich in data parallelism, whose
speedup S is higher than cost ratio CR+1. Thus, what users pay for
FPGA brings throughput improvement in return. Mocha is the first
work to model the cost: the very metric that customers care about
when using FPGA in the cloud. From the modeling, we find the
inefficiency of previous work where either FPGA or CPU resources
are wasted and optimize the CPU-FPGA resources allocation by
selecting proper instances provided by cloud vendors. Since CPU-
FPGA ratio is set by cloud vendors and not customizable at this
time, we compose “virtual” instances with the optimal CPU:FPGA
ratio, which is the key to optimize the overall cost. We present per-
formance comparison of our accelerator and provide model-driven
cost optimization case studies for Genome Variant Calling appli-
cations, HTC and Mutect2, in two public cloud platforms Amazon
EC2 and Huawei Cloud. On AWS, adopting Mocha gives 2.82x cost
saving for HTC, 1.06x for Mutect2. While on Huawei it gives 1.22x,
1.52x cost savings respectively with less than 5.1% performance
overhead.
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